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AIM: In the pediatric surgical population, Emergence Delirium (ED) poses a significant challenge. This study aims to develop and
validate machine learning (ML) models to identify key features associated with ED and predict its occurrence in children undergoing
tonsillectomy or adenotonsillectomy.
METHODS: The analysis involved data cleaning, exploratory data analysis (EDA), supervised predictive modeling, and unsupervised
learning on a medical dataset (n = 423). After preliminary data cleaning, EDA encompassed plotting histograms, boxplots, pairplots,
and correlation heatmaps to understand variable distributions and relationships. Four predictive models were trained including logistic
regression (LR), random forest (RF), Support Vector Machine (SVM), and Gradient Boosting (XGBoost). The models were evaluated
and compared using Receiver Operating Characteristic (ROC) Area Under the Curve (AUC), precision, recall, and feature importance.
The RF model showed better performance and was used for the test (AUC-ROC 0.96, precision 1.00, and recall 0.92 on the validation
set). K-means clustering was applied to find groups within the data. Elbow method and silhouette scores were used to determine the
optimal number of clusters. The formed clusters were analyzed by aggregating features to understand the characteristics of each cluster.
RESULTS: EDA revealed significant positive correlations between age, weight, American Society of Anesthesiologists (ASA) health
score, and surgery duration with the risk of developing ED. Among theMLmodels, RF achieved the highest performance. Key predictive
variables, based on the model’s feature importance, included delirium screening scales, extubation time, and time to regain consciousness.
Unsupervised K-means clustering identified 2–3 optimal clusters, which represented distinct patient subgroups: younger, healthier, low-
risk individuals (cluster 0), and older patients with increasing chronic disease burden, higher delirium screening scores, and consequently
higher post-operative delirium risk (clusters 1 and 2).
CONCLUSIONS: ML techniques are valuable tools for extracting insights and making accurate predictions from healthcare data. High-
performing algorithm-based models can be implemented for clinical decision support systems, facilitating early identification and inter-
vention for ED in pediatric patients. By investigating various variables, it is possible to assess risk and implement preventive measures
effectively. Furthermore, unsupervised clustering reveals distinct patient subgroups, enabling personalized perioperative management
strategies and enhancing overall patient care.
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Introduction
Emergence Delirium (ED) in pediatric patients is a disso-
ciative state that occurs during the recovery phase (emer-
gence) from general anesthesia. This neurocognitive phe-
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nomenon is characterized by behavioral disturbances such
as restlessness, agitation, hallucinations, crying, and disori-
entation [1]. The incidence of ED varies widely, ranging
from 2% to 80%, depending on factors such as the grading
method used and the type of anesthetic technique applied [2,
3]. Although this complication can affect all age groups, re-
search indicates a higher prevalence among preschool-aged
children [4]. Otolaryngology procedures are a significant
risk factor for ED, likely due to factors such as the inten-
sity of postoperative throat pain and the potential for air-
way obstruction or discomfort [4]. While ED includes hy-
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peractive, hypoactive, and mixed forms, hyperactive man-
ifestations are most common in this surgical context [1, 2,
3, 4]. Despite extensive research on this important issue,
the diagnosis of ED remains largely exclusionary, and its
pathophysiology remains poorly understood [5].
Risk factors for Emergence Delirium (ED) can include vari-
ous elements such as patient age, preoperative anxiety, pain
levels, the type of surgery, and the chosen anesthesia tech-
nique [6]. For instance, evidence suggests that sevoflurane,
compared to isoflurane, may be more closely associated
with the development of ED [6].
The impact of ED can affect the postoperative course.
While data does not support a longer hospital stay for chil-
dren with ED, its onset can cause anxiety and stress for par-
ents and may lead to patient accidents such as falls or re-
moval of surgical dressings [7].
In this complex scenario, artificial intelligence (AI) strate-
gies, including machine learning (ML) approaches, could
be employed to identify risk factors or early signs of ED.
Such tools could enable preemptive interventions to re-
duce the incidence and associated complications of ED.
AI-driven predictive models could also enhance our under-
standing of ED’s pathophysiological mechanisms, leading
to more targeted research for effective prevention and man-
agement strategies. Despite several attempts to apply AI to
delirium in adults, research specifically addressing ED in
children is still limited [8, 9, 10].
This study aims to develop and validate various ML mod-
els to identify key factors associated with ED and predict
its occurrence in children undergoing tonsillectomy or ade-
notonsillectomy procedures.

Materials and Methods
Dataset Implemented
The analyses were conducted on a dataset containing
data on children who underwent tonsillectomy and/or ade-
noidectomy. The primary investigation was conducted at
the IRCCS (Research Institute) Istituto Giannina Gaslini in
Genoa, Italy, following approval from the competent Ethics
Committee (protocol number 048/2018). The families pro-
vided informed consent for all aspects of the study.
The dataset comprises demographic variables such as age,
sex, weight, the presence of neurocognitive issues, other co-
morbidities, presence and type of respiratory infections in
the 7 days preceding the intervention, obstructive sleep ap-
nea, anesthesiologic risk (American Society of Anesthesiol-
ogists (ASA) physical status classification), and medication
use. Additional variables encompass anesthesia-related in-
formation, including pre-anesthesia (drug, dose), anesthe-
sia induction (drug, dose), maintenance (technique, drugs,
doses, fluid therapy), intraoperative events (bradycardia,
tachycardia, hypotension, intraoperative movements), end
of surgery/anesthesia emergence (extubation time in min-
utes, surgery duration, laryngospasm, desaturation, other
adverse events). Bradycardia is defined as a decrease in

heart rate (HR) by more than 20% compared to baseline.
Tachycardia is characterized by an increase in HR by more
than 20% compared to baseline. Hypotension is defined as
a reduction in systolic blood pressure by more than 20%
compared to baseline. Conversely, hypertension refers to
an increase in mean arterial pressure by more than 20%
compared to baseline. Desaturation is defined as a SpO2

level dropping below 90% of the baseline value for more
than 15 seconds.
Post-anesthesia care unit (PACU) data include times for full
awakening, the occurrence of ED, bradycardia, and desat-
uration. The pain was evaluated through the Face, Legs,
Activity, Cry, Consolability scale (FLACC) or the Numeric
Rating Scale (NRS). The FLACC Scale was implemented
to assess pain in younger children (generally, in children
up to 4 years of age) and those who are unable to com-
municate their pain verbally [11]. Previous investigations
demonstrated the correlation between NRS and FLACC in-
struments with Pearson’s correlation and Spearman’s rho,
up to r = 0.97 [12]. The FLACC scale includes five cate-
gories: Face, Legs, Activity, Cry, and Consolability. Each
category is observed and scored from 0 to 2, with a total
possible score of 0–10, indicating the severity of pain. The
NRS measures the self-reported pain intensity. The child
is asked to rate their pain on a scale from 0 to 10, where 0
means “no pain” and 10 means “the worst possible pain”.
The child’s understanding of the scale is ensured by provid-
ing examples or using visual aids if necessary. The score is
directly recorded as the child’s reported number.
From PACU to discharge, we recorded postoperative nau-
sea and vomiting, pain and its score, and discharge on
time (24 hrs.). According to the primary investigation [7],
the Pediatric Anesthesia Emergence Delirium (PAED) tool
was utilized to assess ED. The tool assesses the presence
and severity of ED in children post-anesthesia. The scale
encompasses five items: eye contact, purposeful actions,
awareness of surroundings, restlessness, and consolability.
Each item is scored from 0 to 4 based on the observed be-
havior, with total scores ranging from 0 (no delirium) to 20
(severe delirium). In the postoperative monitoring within
the PACU, the PAED scale was administered three times,
at 10-minute intervals, by a dedicated nurse [13, 14]. For
data collection purposes, the highest PAED score obtained
among the three assessments was considered. The dataset
is available at [15].

Preprocessing
The dataset was loaded into a Pandas DataFrame using
the pd.read_excel() function. The pd.DataFrame.info()
method was implemented to print information about the
data frame including the column names, data types, and
the number of non-null values. This preliminary step high-
lighted that the data consisted of a mix of numeric and
object-type columns.
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Summary statistics of the columns were printed using
df.describe() to see basic metrics like mean, standard devia-
tion (SD), min, max, etc. This method provided a high-level
view of the distribution of key variables. Themulti-indexed
column names indicated multiple tables merged. Based on
the initial inspection, several data-cleaning steps were ap-
plied. The columns were flattened to a single index using
the pd.DataFrame.droplevel()method, simplifying the col-
umn names for analysis. Variables with greater than 80%
missing values were removed from the dataset (df.dropna,
thresh = 0.8). The column names were renamed to more
readable names using a list of new names and df.rename().
Abbreviations were expanded for clarity. Object columns
containing dates were converted to date time datatypes us-
ing pd.to_datetime(). This process enabled date-time op-
erations like calculating patient age. A new ‘Age’ col-
umn was created by subtracting the “Surgery_Date” from
“Birth_Date” using date time arithmetic. The variable Age
was calculated in years. Numerical missing values were im-
puted usingmean imputation with df.fillna(df.mean()). Cat-
egorical columns with missing values were imputed using
mode imputation via df.fillna(df.mode()[0]). Non-numeric
columns like identifiers, notes, etc. were dropped, keeping
only useful numeric and date time data. Rows with remain-
ing missing values were dropped using df.dropna() to keep
only complete cases. This multi-step cleaning process han-
dled the major data issues of missing values, non-standard
formats, and unnecessary columns/rows. The output was a
clean numeric data frame ready for analysis.
Additional preprocessing steps were applied to engineer
new features. The engineered features process provided ad-
ditional capabilities like handling categorical, normalizing
data, transforming the target variable, and allowing for non-
linear effects (feature engineering). Categorical columns
like gender, ASA score, etc., were label encoded to numeric
values using LabelEncoder(). Therefore, they were format-
ted for the subsequent modeling. Numeric columns were
standardized using StandardScaler() to normalize the range
of values. It subtracted the mean and scaled to unit vari-
ance. The target column “Emergence_DELIRIUM” was
binarized to 0/1 based on a threshold of 4 on its original
severity scale. Finally, the interaction columns were cre-
ated by multiplying age with chronic conditions to test their
combined effect. Polynomial terms were created from BMI
and glucose to assess non-linear relationships.

Exploratory Data Analysis

Visualizations and summary statistics were used to under-
stand relationships in the cleaned dataset. df.describe()
generated statistics like mean, SD, and quartiles for key
columns, highlighting the central tendency, spread, and
shape of the distributions. Histogram plots were gener-
ated using the df.hist() function and pandas plotting capa-
bilities. The histograms displayed the distribution of each
key variable. Boxplots were generated using Seaborn’s

boxplot function to visualize the distribution of variables
split by the delirium target. Side-by-side boxplots enabled
comparing the distributions across the classes. Correlation
heatmaps were created with Seaborn’s heatmap function.
These plotted the correlation matrix between all variables
as a color-coded heatmap. Pairplots were generated us-
ing Seaborn’s pairplot to show scatterplots between pairs
of variables along with histogram subplots. This visualized
the relationship and interactions between the variables. In
total, over 20 visualizations were created to provide differ-
ent perspectives on the relationships within the data based
on summary statistics, variable distributions, correlations,
interactions, and segmentation based on the target column.
Key observations were that age, weight, ASA score, and
surgery duration. Correlations with ED were tested.

Predictive Modeling
The data was split into train and test sets using scikit-learn’s
train_test_split() function. Four predictive models includ-
ing logistic regression (LR) [16], random forest (RF), Gra-
dient Boosting (XGBoost), and Support Vector Machine
(SVM) [16, 17] were trained and evaluated. LR with de-
fault parameters was fit on the training data using Logisti-
cRegression(). The test set predictions were generated us-
ing .predict_proba(). The Area Under the Curve (AUC) of
the Receiver Operating Characteristic (ROC) curve, preci-
sion, and recall were calculated using sklearn.metrics. The
RF model was initialized with RandomForestClassifier().
Hyperparameter tuning was done using GridSearchCV [18]
to find optimal parameters and included n_estimators 100
to 500, max_depth 5 to 20, and min_samples_split: 2 to 10.
The tuned model was fit on the training set and predictions
were generated on the test set. Model evaluation metrics
were calculated using .predict_proba() and sklearn.metrics.
These evaluation metrics were generated using probability
predictions. The models were ultimately compared based
on their ROCAUC, precision, recall, and sensitivity scores.

Unsupervised Learning
KMeans clustering was applied to find subgroups within
the cleaned dataset [19]. Data was filtered to only nu-
meric columns relevant for clustering. Values were stan-
dardized using StandardScaler to normalize ranges. The el-
bow method was used to determine the optimal number of
clusters k. Inertia vs k was plotted and the “elbow” point
was selected. Silhouette analysis was also performed to
evaluate cluster coherence for different k values. KMeans
model was initialized with “n_clusters=k” based on the
above analysis. The model was fit on the scaled data us-
ing .fit(). Cluster labels were generated for each sample us-
ing .predict(). Aggregate statistics of features in each clus-
ter were calculated using .groupby() and aggregations like
.mean().
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Fig. 1. Histograms of key variables including age (A), weight (kilograms) (B), ASA status (C), and surgery duration (minutes)
(D). (n = 423). ASA, American Society of Anesthesiologists.

Software and Libraries Implemented

The software and libraries used for this project were pri-
marily written in Python 3.6 (https://www.python.org/).
For data manipulation and analysis, the Pandas library
was employed, allowing for the seamless reading of CSV
files into a DataFrame. Scikit-learn, a commonly used
ML library for Python, provided various modules includ-
ing model_selection for functions such as “train_test_split”
and “GridSearchCV”, for ensemble models like “Random-
ForestClassifier” and “GradientBoostingClassifier”, lin-
ear_model for algorithms such as “LogisticRegression”,
metrics for evaluation metrics such as “roc_auc_score, pre-
cision_score”, and “recall_score”, and preprocessing for
data preprocessing techniques such as “LabelEncoder” and
“SimpleImputer”.
Numerical operations were handled using Numpy, espe-
cially when converting the target variable, while data vi-
sualization and plotting were accomplished using Mat-
plotlib.pyplot for charts like the elbow curve.
The code encompassed an end-to-end ML pipeline, which
included data preprocessing, exploratory data analysis, pre-

dictive modeling using various techniques, and model eval-
uation and hyperparameter tuning with GridSearchCV.
This combination of Pandas for data manipulation, scikit-
learn for ML algorithms and utilities, Numpy for numerical
operations, and Matplotlib for visualization provided a ro-
bust suite of tools for implementing ML models in Python.

Results
Exploratory Data Analysis Results

The exploratory data analysis provided insights into the
variable distributions and relationships within the dataset.
Given the original dataset [13], we analyzed data from 423
children (184 females, 239males). The patients’ ages range
from 1.5 to 10.1 years old at the time of the procedure, based
on their birth dates (mean 3.66 years; SD 1.33). Weights
ranged from a minimum of 9.5 kg to 40 kg, with a mean
weight of approximately 18 kg (SD 5). Most patients had an
ASA score of 1 or 2, n = 211 (49.9%) and n = 207 (48.9%),
respectively. The surgery duration spanned from short out-
patient procedures of less than 10 minutes to cases lasting
50 minutes (mean 19.8 minutes, SD 5.08) (Fig. 1).

https://www.python.org/


948 Ann. Ital. Chir., 95, 5, 2024

Alessandro Vittori, et al.

Fig. 2. Boxplots of key variables including age, weight (kilograms), ASA status, and surgery duration (minutes). The boxplots
show each variable’s distribution, central tendency (median), interquartile range (IQR), and potential outliers. The ages are relatively
young with a few older outliers. There is a wider spread in weights, with significant outliers (up to about 40 kg) indicating a few patients
with much higher weights. ASA scores are tightly clustered, reflecting less variability and suggesting most patients have similar health
statuses. Surgery durations vary widely with a median duration of around 10 minutes and the IQR, indicating that most surgeries last
between 5 and 20 units of time; the whiskers extend from about 2 to 35, with several outliers up to 50.

We included the boxplots of key variables to compare the
distribution and spread of the four variables, providing in-
sights into their central tendencies, variabilities, and the
presence of any outliers. The variables Weight and Surgery
Duration exhibit more outliers (Fig. 2).
The correlation heatmap, which helps identify the relation-
ships between pairs of variables, showed weak or no corre-
lations between the considered variables and ED. This indi-
cates little to no linear relationship between them (Fig. 3).
Scatterplots in the pairplot clearly illustrated the positive re-
lationship between age, weight, ASA score, delirium scales,
and the target delirium variable (Fig. 4).

Predictive Modeling Results
Four ML models were employed including LG, XBoost,
SVM, and RF. For train, validation, and test sets, we used
the code:
• X_train, X_temp, y_train, y_temp = train_test_split (X, y,
test_size = 0.3, random_state = 42)
• X_val, X_test, y_val, y_test = train_test_split (X_temp,
y_temp, test_size = 0.5, random_state = 42)

A preliminary split of the dataset was performed to obtain
70% for training and 30% for testing/validation, followed
by an equal split of the testing/validation set to achieve 15%
each for testing and validation. Therefore, in this study, we
conducted predictivemodeling on a dataset split into a train-
ing set (70%), validation (15%), and a test set (15%).
Each model underwent hyperparameter tuning using Grid-
SearchCV to identify the optimal parameters. The RF
model, for instance, was tuned for n_estimators (100 to
500), max_depth (5 to 20), andmin_samples_split (2 to 10).
The models were evaluated using AUC-ROC, precision, re-
call, and log loss metrics.
The training set results showed excellent performance. The
LR achieved an AUC-ROC of 0.9911, precision of 0.9733,
recall of 0.9359, and log loss of 0.1099; RF and GBoosting
both achieved perfect scores with an AUC-ROC of 1.0000
and precision and recall of 1.0000, with log losses of 0.0602
and 0.0003, respectively. The SVM model had an AUC-
ROC of 0.9853, precision of 0.9552, recall of 0.8205, and
log loss of 0.2836.



949 Ann. Ital. Chir., 95, 5, 2024

Alessandro Vittori, et al.

Fig. 3. Correlationmatrix. The numbers in each cell represent the Pearson correlation coefficient between the row and column variables.
This value ranges from –1 to 1, where 1 indicates a perfect positive correlation: as one variable increases, the other also increases; –1
indicates a perfect negative correlation: as one variable increases, the other decreases; and 0 indicates no linear correlation between
the variables. Moreover, the color gradient helps visualize the strength and direction of the correlations; red shades represent positive
correlations and blue shades express negative correlations. Moreover, the intensity of the color indicates the strength of the correlation
(darker colors for stronger correlations). The correlation heatmap shows that there is a weak negative correlation between Age and
Emergence Delirium (ED) (–0.11), indicating that older age is slightly associated with a lower incidence of that complication. There
is a weak negative correlation between weight and ED (–0.13). Moreover, ASA has a moderate to strong positive correlation with ED.
Regarding surgery duration, there is a very weak negative correlation (–0.01).

The training of the ML models is shown in Fig. 5.
The validation was performed to tune and select the best
model and its hyperparameters. The four ML models
showed high values of ROC AUC, and Recall. All mod-
els were featured by a precision of 100%, which means that
every instance that the model predicted as positive is pos-
itive. The results of the validation process are reported in
Table 1.
Despite XBoost’s powerful modeling capabilities, RF’s
practical advantages—such as improved interpretability,
greater robustness to overfitting and noisy data, and eas-
ier hyperparameter tuning—better align with our project

goals and constraints. Therefore, we have selected RF as
our preferredmodel for deployment. Moreover, the training
demonstrated that RF was effective and reliable, providing
good performance and generalization.
The RF model was evaluated on the test set. The perfor-
mances were AUC-ROC 0.96, Precision 1.00, and Recall
0.92.
Key features of the RF model were the delirium screening
scale PAED (importance 0.54), the time for full awake in
minutes (0.040), weight (0.037), and extubation time (min)
(0.037).
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Fig. 4. Pairplot of the numeric variables by the target variable. The pairplots help assess the direction, strength, and nonlinearity of
the relationships between the variables, informing which variables are related to the target and each other. Emergence Delirium (ED) is
represented in the plot by the color intensity of the data points. The color gradient indicates the presence and severity of ED and helps
identify patterns and correlations between variables and ED. Therefore, light pink represents no ED (0.0) and darker shades indicate
increasing levels of ED (up to 1.0). About distributions, the diagonal plots show the distribution of each variable and the shaded areas
show the density of data points, with darker areas representing higher densities. For pairwise relationships, off-diagonal plots show scatter
plots for each pair of variables, colored by the ED severity. The scatter plots involving Age show that older patients tend to have higher
instances of ED (darker points). On the other hand, there is no clear correlation between weight and ED, as indicated by the spread of
color intensity. Concerning the correlation between the American Society of Anesthesiologists (ASA) score and ED, higher ASA scores
(ASA 2 and 3) show some association with higher ED (more dark points). Finally, longer surgery durations (minutes) appear to correlate
with higher ED.

Unsupervised Learning Results

K-means clustering was applied to the dataset to discover
patient subgroups. The Elbow method for determining the
optimal number of clusters identified 3 as the most suitable
number (Fig. 6A). The maximum mean silhouette score of
0.56 was achieved with 2 clusters (Fig. 6B).
Given the ambiguity, both 2 and 3-cluster solutions were
analyzed:
Two Cluster Solution:
- Cluster 0 (475 points): Younger, lower ASA, delirium
scales;

- Cluster 1 (822 points): Older, higher ASA, delirium
scales.
Three Cluster Solution:
- Cluster 0 (402 points): Youngest, very low risks;
- Cluster 1 (574 points): Older, moderate chronic diseases;
- Cluster 2 (321 points): Older, highest chronic conditions.
In the 3-cluster solution, Clusters 1 and 2 mainly differ
in having more extreme values for some features, such
as chronic diseases. Overall, they include older and less
healthy individuals. Consequently, the 3-cluster solution
essentially splits the higher-risk cluster into two subgroups
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Fig. 5. Training of the considered model. Y-Axis (Loss) indicates the loss during training and X-Axis (Iterations) is the number of
iterations. The training loss for SVM fluctuates significantly across iterations, indicating that the model’s performance is quite variable
and possibly sensitive to the chosen hyperparameters or training data. For RF, the Y-Axis (OOB error), is an estimate of the model’s
generalization error obtained during training. The OOB error decreases rapidly as the number of trees increases, stabilizing after around
40 trees. This indicates that adding more trees improves the model’s performance up to a point, after which the improvement plateaus.
The training loss for LR remains constant over iterations, suggesting that the model has reached its optimal solution quickly and does
not improve further with more iterations. The training loss for Gradient Boosting decreases sharply at first and then more gradually,
indicating continuous improvement in the model’s performance as more iterations are added. This characteristic curve shows the model
learning effectively over time. OOB, Out-of-Bag.

Table 1. Models’ performances on the validation set (n = 63;
15% sample).

Model ROC AUC Precision Recall

Logistic Regression 0.92 1.00 0.84

Random Forest 0.96 1.00 0.92

Gradient Boosting 0.96 1.00 0.92

Support Vector Machine 0.97 1.00 0.76

based on the severity of comorbidities. The clustering
revealed distinct patient groups, ranging from younger,
healthier individuals to older individuals with increasing
levels of chronic disease burden and delirium risk (Fig. 7).

Discussion
In this study, we leveraged various ML techniques to con-
struct predictive models aimed at identifying pivotal factors
associated with ED and predicting its onset. Additionally,
we utilized unsupervised learning to identify patient sub-
groups.
Overall, the exploratory data analysis (EDA) uncovered
significant relationships between patient factors such as
age, health status, surgery factors, and the risk of ED. For
instance, the correlation heatmap, a visual representation of
the relationships between variables, illustrated that several
factors showed at least a weak correlation with the occur-
rence of delirium. Older age is slightly associated with a
lower incidence of this complication, and there is a weak
negative correlation between weight and ED.



952 Ann. Ital. Chir., 95, 5, 2024

Alessandro Vittori, et al.

Fig. 6. The elbow method plots the sum of squared distances vs the number of clusters k. The “elbow” indicates optimal k where
increasing k no longer significantly decreases the inertia. This k is chosen for the final clustering analysis. Silhouette scores measure
how well samples fit within their clusters. Higher scores indicate better clustering. Therefore, k is chosen where the silhouette score is
maximized. The Elbow method for optimal k indicated 3 as the optimal number of clusters (A). The Silhouette analysis score for optimal
k indicated 2 clusters (0.56) (B).

Findings from other studies suggest the potential impact
of demographic characteristics, pre-existing health condi-
tions, and procedural factors on the likelihood of experienc-
ing delirium in the postoperative period [20, 21]. However,
this topic is highly debated, and precise correlations among
these factors remain undetermined. Furthermore, study on
pediatric ED have mostly identified associated factors us-
ing relatively small sample sizes, with only a limited num-
ber focusing on the development of predictive models [22].
This highlights the need for research efforts to developmore
robust predictive models in this area.
In a recent study, Yu et al. [13] developed different predic-
tive ML models for ED using a large dataset (n = 43,830).
However, the authors acknowledged that the models they
tested exhibited only moderate predictive performance with
ROC AUC ranging from 0.74 to 0.75. In our study, the re-
sults of the ML investigations showed that while all models
performedwell, the RF demonstrated superior metrics com-
pared to the other models. Notably, according to the model,
in the supervised analysis (output delirium prediction), the
PAED scale, time to wake up, weight, and extubation time
were among the most important for predicting postopera-
tive delirium. This finding underscores the critical role that
these parameters play in the postoperative period and the
reliability of the tool used for the assessment of the compli-
cation. Time to wake up, which measures the time required
for a patient to regain consciousness after anesthesia, can
offer insights into both the recovery process and the effec-
tiveness of anesthetic management. Similarly, extubation
time, the period from the end of surgery to the removal of
the endotracheal tube, is a crucial indicator of a patient’s
ability to maintain airway patency and resume adequate

spontaneous breathing. Therefore, optimizing these param-
eters through careful anesthetic management and monitor-
ing, and targeted interventions could potentially reduce the
incidence of ED, leading to better outcomes for patients.
Strategies could include the use of fast-acting anesthetic
agents, meticulous intraoperativemonitoring, and protocols
for early and safe extubation.
Remarkably, in contrast with the EDA analysis, we failed
to find an association between the variable “age” and the
risk of ED in the RF model, suggesting that age may not be
a significant factor in predicting or understanding ED. On
the contrary, previous study has noted a correlation between
advancing age and reduced occurrence of ED [23]. Age can
serve as a proxy for various physiological, developmental,
and procedural factors that contribute to the risk of this com-
plication, although the underlying biological mechanisms
of this phenomenon should be better explained [24]. In con-
trast to other study, variables like midazolam premedication
were not found to have an association [13].
The unsupervised clustering pipeline identified distinct
groups of patients based on their clinical profile character-
ized by the set of features. The 3-cluster solution essentially
split the older, higher-risk cluster into two subgroups based
on the severity of comorbidities. The clustering uncov-
ered distinct patient groups ranging from younger, health-
ier individuals to older with increasing levels of chronic
disease burden and delirium risk. Consequently, this sub-
group identification confirms the results of previous inves-
tigations [4, 5] and could facilitate personalized care ap-
proaches and targeted interventions tailored to specific pa-
tient profiles.
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Fig. 7. Cluster solutions summary and performances.

Clinical Implications

The findings have the potential to inform perioperative care
practices and enhance patient outcomes. In particular:
- The high-performing predictive models hold promise for
clinical decision support systems aimed at early identifi-
cation and intervention for ED in pediatric patients. Pre-
operative and intra-operative variables can proactively be
used to assess the risk of ED and implement preventive
measures to optimize patient outcomes. Furthermore, the
development of a user-friendly risk calculator based on
these variables could facilitate clinicians in quantifying the
risk of ED and tailoring interventions accordingly. There-
fore, these models could be adopted to design information
and communication technologies devices useful for differ-
ent aims [24].

- The identification of distinct patient subgroups through
unsupervised clustering offers opportunities for personal-
ized medicine approaches. Clinicians can tailor periopera-
tive management strategies based on individual patient pro-
files, optimizing resource allocation, and improving overall
patient care and satisfaction.

Limitations

A significant limitation of this study is its generalizability.
The findings may not apply to populations outside the spe-
cific context of pediatric patients undergoing tonsillectomy
or adenotonsillectomy procedures. Additionally, the gen-
eralizability is constrained by data collection from a single
center. To enhance clinical relevance and generalizability,
themodel should be trained on a larger dataset and validated
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on both external datasets and/or a larger internal dataset.
Furthermore, several variables have not been verified.
For example, laboratory values such as the neutrophil-
lymphocyte ratio, which appears to be closely related to ED
[20], were not included. Another significant limitation is
the sample size, which may be insufficient for a robust ML
approach. With a 70:15:15 train-validation-test split, the
test set consists of only 63 patients. Such a small dataset
increases the risk of overfitting, particularly given the high
AUCs observed. To address this, it is essential to include
more cases, train the model on a larger dataset, and vali-
date it on external datasets and/or a larger internal dataset
to improve its clinical relevance and generalizability.

Conclusions
In summary, this study identified key risk factors for
post-operative delirium in pediatric patients using predic-
tive modeling, and unsupervised learning. The RF model
achieved the highest accuracy in forecasting delirium, high-
lighting the importance of variables such as delirium scales,
extubation time, and time to regain consciousness. Unsu-
pervised learning revealed distinct patient subgroups with
varying risk profiles, providing insights for risk stratifica-
tion and personalized intervention strategies. These find-
ings underscore the potential of data-driven approaches to
enhance the prediction and management of this discomfort-
ing complication in pediatric patients. Further research and
clinical validation are encouraged to refine and implement
these findings in real-world healthcare settings.
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