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AIM: This study aimed to develop a reliable and efficient system for predicting and locating rib fractures in medical images using an
ensemble of convolutional neural networks (CNNs).

METHODS: We employed five CNN architectures—Visual Geometry Group Network 16 (VGG16), Densely Connected Convolutional
Network 169 (DenseNet169), Inception Version 4 (Inception V4), Efficient Network B7 (EfficientNet-B7), and Residual Network Next
50 layers (ResNeXt-50)—trained on a dataset of 840 grayscale computed tomography (CT) scan images in .jpg format collected from
42 patients at a local hospital. The images were categorized into two groups representing healed and fresh fractures. The ensemble
model was designed to improve predictive accuracy and robustness, utilizing techniques like gradient-weighted class activation mapping
(Grad-CAM) for visualization of fracture locations.

RESULTS: The ensemble model achieved an accuracy of 0.96, area under the curve (AUC) of 0.97, recall 0of 0.97, and F1 score of 0.96.
Grad-CAM visualizations could effectively locate rib fractures, providing crucial assistance in diagnostics.

CONCLUSIONS: The ensemble model demonstrates high accuracy and robustness in fracture detection, underscoring its potential for
enhancing diagnostic processes in clinical settings. Despite limitations such as the small dataset size and lack of diverse demographic

representation, the results are promising for future clinical application.
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Introduction
Rib Fracture Background

Rib fractures, resulting from the partial or complete dis-
ruption of one or more ribs in the thoracic cage, are clin-
ically significant due to their implications for pain, res-
piratory compromise, and potential complications such as
pulmonary or visceral injury [1,2]. These fractures can
occur from blunt trauma, such as falls or accidents, or
through pathological processes that weaken the bone, in-
cluding osteoporosis [3]. As the ribs, along with the ster-
num and spine, serve as a protective barrier for vital organs
like the heart and lungs, even subtle rib injuries necessi-
tate careful assessment and prompt intervention [4]. The
diagnostic workup for rib fractures involves several imag-
ing modalities [5]. Conventional radiography is often the
first-line investigative strategy by virtue of its affordabil-
ity and widespread availability; however, this approach has
limited sensitivity especially in detecting minor fractures
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[6]. Conversely, computed tomography (CT) scans provide
high-resolution, three-dimensional images that are superior
for identifying subtle or complex fracture patterns [7]. Ul-
trasound offers a non-invasive, radiation-free option that is
especially significant for the pediatric population or for re-
peated assessments [8]. While magnetic resonance imaging
(MRI) is not a routine choice for rib fracture diagnosis, it
can be useful in assessing accompanying soft tissue injuries
or in specific patient populations such as pregnant women

[9].

Machine Learning in Rib Fracture Diagnosis

Machine learning applications in rib fracture diagnosis of-
fer numerous benefits over conventional approaches [10].
These include enhanced diagnostic accuracy, improved ef-
ficiency, and objectivity in interpretation, potential for real-
time image analysis, early intervention, and reduced work-
load for healthcare professionals. Among machine learning
techniques, convolutional neural networks (CNNs) have
shown considerable promise in fracture detection, owing
to their ability to process large datasets and learn from
complex patterns and features, thereby achieving accuracy
rates superior to human interpreters [11]. Automation in
rib fracture detection not only alleviates the diagnostic bur-
den on radiologists but also ensures consistent and objec-
tive evaluations, minimizing inter-observer variability and
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reducing diagnostic errors. This in turn facilitates evidence-
based clinical decision-making [ 12]. Additionally, machine
learning algorithms enable prompt fracture identification,
permitting timely interventions such as pain management,
monitoring for complications, and treatment planning. The
possibility of real-time image analysis by machine learn-
ing algorithms is particularly beneficial in emergencies, en-
abling rapid assessments and informed decisions [13].
Within the context of machine learning applications in rib
fracture diagnosis, several studies have explored diverse
methodologies and their potential contributions. Singh et
al. [14] conducted a comprehensive review of the prin-
ciples, applications, and limitations of machine learning
in various imaging domains including thoracic radiology,
highlighting its transformative potential. Bukkuri et al.
[15] demonstrated the potential of a machine learning algo-
rithm for medical image analysis by devising a topological
invariant classifier. Silva ef al. [16] mirrored Singh et al.’s
work [14], offering insights into machine learning applica-
tions and limitations in similar imaging domains. Daghigh
et al. [17] utilized decision tree regressor and adaptive
boosting regressor machine learning methods for heat de-
flection temperature predictions. This approach empha-
sizes the distinctive application of these techniques in the
context of their study [18]. Balcioglu and Seckin [18] inte-
grated experimental methods, finite element analysis, and
machine learning algorithms to investigate the fracture be-
havior of polymer composites under different loading con-
ditions. Huang et al. [19] introduced a semi-supervised
learning framework to overcome the scarcity of precisely
delineated labels for rib fracture tasks. Wang ez al. [20] de-
veloped machine learning approaches, demonstrating their
utility through the analysis and prediction of Mode-I frac-
ture toughness of rocks. Meng et al. [21] presented a het-
erogencous neural network for rib fracture detection and
classification, consisting of a cascaded feature pyramid net-
work and a classification network. Zhang et al. [22] in-
vestigated an algorithm combining nnU-Net and DenseNet
for automated rib fracture recognition. Niiya et al. [23]
evaluated the clinical utility of an Al-assisted CT diagno-
sis technology for rib fractures. These studies demonstrate
the application of machine learning technologies across var-
ious fields, particularly in medical imaging and materials
science. Collectively, they underscore the robust utility of
machine learning in diverse domains, enhancing the accu-
racy and efficiency of analyses. They not only highlight
the advancements in algorithm development but also em-
phasize the practical impact of these technologies in ad-
dressing complex real-world problems. The integration of
experimental and computational methods in these studies
paves the way for the development of innovative solutions
that can significantly influence both scientific research and
industrial applications.

The Necessity and Innovation of This Research

This research significantly advances the field of rib
fracture detection by employing a strategic combina-
tion of innovative methodologies, which leverages the
strengths of five advanced convolutional neural network
(CNN) architectures—Visual Geometry Group Network 16
(VGGL16), Densely Connected Convolutional Network 169
(DenseNet169), Efficient Network B7 (EfficientNet-B7),
Inception Version 4 (Inception V4), and Residual Network
Next 50 layers (ResNeXt-50). These models were selected
due to their proven robust performance on various bench-
mark datasets in image classification, which ensures their
reliability in medical image analysis. By integrating these
diverse architectures, each known for unique feature extrac-
tion capabilities, our study creates a fusion model that is not
only more robust and accurate but also adaptable to differ-
ent rib fracture patterns captured in a unique dataset col-
lected from a local hospital.

The versatility of our approach is further enhanced by incor-
porating gradient-weighted class activation mapping (Grad-
CAM) technology, which allows for the generation of heat
maps pinpointing the exact location of rib fractures in CT
images. This dual-function system is capable of both high-
accuracy classification and precise lesion identification, ad-
dressing the pressing need for versatile, efficient, and inter-
pretable tools in medical diagnostics. The choice of these
specific CNNs also brings scalability and efficiency, essen-
tial for processing the large datasets and high-resolution im-
ages typical of medical settings. Furthermore, the advanced
visualization capabilities of models like Inception V4 and
DenseNet169 improve the localization of fractures, mak-
ing our method a valuable addition to diagnostic processes.
By amalgamating models that interpret data through differ-
ent lenses, our integrated ensemble approach significantly
pushes forward the accuracy and generalizability of rib frac-
ture predictions, representing a substantial contribution to
the medical field.

Materials and Methods
Data Collection

Comprehensive datasets of 42 patients employed in this
study were collected from Ningbo No.9 Hospital, which is
amajor medical center recognized for its advanced imaging
and trauma care facilities. The data comprise a total of 840
grayscale CT scan images in .jpg format, each with a resolu-
tion of 1024 x 1024 pixels. The images were obtained fol-
lowing the hospital’s established protocol for whole-body
trauma CT scans. The acquisition procedure involved scan-
ning patients in the supine position, with the imaging field
extending from the top of the head to the upper thigh, en-
suring comprehensive coverage of the thoracic region.
Patients included in this study were selected based on the
following criteria:
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Inclusion criteria: Patients eligible for inclusion in the
study were those who underwent CT imaging for trauma
assessment at Ningbo No.9 Hospital during the past three
years and were diagnosed with rib fractures based on CT
findings by a board-certified radiologist.

Exclusion criteria: This study excluded patients with a his-
tory of skeletal diseases affecting bone integrity, such as os-
teogenesis imperfecta or severe osteoporosis, due to the po-
tential for these conditions to alter the typical imaging fea-
tures of rib fractures. Additionally, patients with CT scans
of insufficient quality for diagnostic purposes, including
scans with artifacts that obscure the clarity of bone struc-
tures, were also excluded.

These criteria ensure that the study focuses on a popula-
tion relevant to typical clinical cases encountered in trauma
settings, excluding cases where pre-existing conditions or
poor image quality could confound the results.

The dataset consisted of 840 CT images collected from
42 patients, with each patient contributing 20 images. To
facilitate meaningful analysis, the datasets were meticu-
lously categorized into two distinct categories: negative (21
patients) and positive (21 patients) groups. The negative
group consisted of images representing healed fractures, in-
cluding older fractures that displayed signs of remodeling or
calcification. In contrast, the positive group encompassed
images of fresh rib fractures characterized by the presence
of acute cortical discontinuity, hematoma, or displacement.

The classification of CT images into “negative” (healed
fractures) and “positive” (acute fractures) categories was
based on established diagnostic criteria derived from clin-
ical practice and radiological literature [7]. In particular,
images for the positive group were scored based on the
presence of any signs of acute cortical discontinuity, vis-
ible hematoma, or clear displacement of the rib segments,
whereas those for the negative group were based on the ev-
idence of a healed fracture, characterized by bone remodel-
ing or calcification without signs of recent injury. These cri-
teria were applied by a panel of three radiology specialists
who independently reviewed each image during categoriza-
tion, ensuring consistency and accuracy in classification.

To minimize potential biases and enhance the reliability of
our dataset, image classification was conducted by three ra-
diology residents who have relevant experience, and have
been trained in recognizing rib fractures. Each resident
independently reviewed and categorized the CT scan im-
ages based on their observations. By employing multi-
ple reviewers with expertise in rib fractures, we ensured a
comprehensive evaluation of each image, bolstered inter-
rater agreement, and mitigated the risk of misclassification.
Their independent assessments were then cross-validated to
confirm the final classification, reducing the risks for ob-
server bias and enhancing the dataset’s accuracy.
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Research Flowchart

The proposed machine learning system for rib fracture pre-
diction was designed and constructed in accordance with a
series of well-structured stages, as shown in Fig. 1. Initially,
CT data depicting rib fractures, including both healed and
fresh fractures, were collected with an emphasis on imaging
features specific to rib fractures.

The dataset, consisting of 840 CT images from 42 patients,
was divided into a training set and a validation set using
a stratified random sampling approach to ensure that both
sets were representative of the overall dataset. This method
helped maintain a consistent distribution of cases (healed
and acute fractures) in both sets. The training set comprised
80% of the total dataset, equating to 672 CT images, which
were used to train the models, allowing them to learn and
adapt to the complex patterns associated with rib fracture
detection. The validation set consisted of the remaining
20% of the dataset, equivalent to 168 CT images, which
were utilized to validate the models’ performance and en-
sure their accuracy and generalizability before final testing.
Training the models is the next crucial step. In this
study, five distinct deep learning models were considered:
VGG16, DenseNet169, EfficientNet-B7, Inception V4, and
ResNeXt-50. Each model underwent thorough training on
the training set, learning from the data’s complex patterns
and features to develop an understanding of the rib frac-
tures’ imaging characteristics. The goal was to fine-tune the
models for optimal performance in rib fracture prediction.
Once trained, the models were tested on the unseen test
set, examining their generalization ability and performance
across multi-center and multi-parameter datasets. The eval-
uation entails measuring various performance metrics such
as accuracy, precision, and recall to assess the models’ ef-
ficacy in rib fracture prediction.

To further enhance the system’s predictive capabilities, we
employed an ensemble model leveraging the VotingClas-
sifier from the sklearn library,which is part of scikit-learn,
an open-source machine learning library for Python (Scikit-
learn is developed by a community of contributors and is
distributed under the Berkeley Software Distribution (BSD)
license). By aggregating the predictions of the five trained
models, the ensemble model enhances the robustness and
stability of the rib fracture prediction, capitalizing on the
strengths of the individual models. Incorporated with Grad-
CAM for model interpretability, this system visualizes re-
gions in CT images critical to rib fracture prediction, pro-
viding insights to aid with the decision-making process in
fracture detection. By highlighting key image features,
Grad-CAM makes the models’ predictions more transpar-
ent and understandable.

Data Processing

To safeguard patient privacy and comply with ethical stan-
dards, we implemented data anonymization by removing
any personally identifiable information, such as patient
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Fig. 1. Flowchart of the proposed deep learning system for rib fracture prediction and interpretation. This figure was created
by the authors using Microsoft Office PowerPoint (Microsoft 16.0.14701.20210, Microsoft Office, Redmond, WA, USA). The red box
indicates the location of rib fractures identified by the radiologist. Abbreviations: CNNs, convolutional neural networks; CT, computed
tomography; Grad-CAM, gradient-weighted class activation mapping; VGG16, Visual Geometry Group Network 16; DenseNet169,
Densely Connected Convolutional Network 169; EfficientNet-B7, Efficient Network B7; Inception V4, Inception Version 4; ResNeXt-

50, Residual Network Next 50 layers.

names or identification numbers, from the medical images.
Anonymization techniques included erasing metadata and
blurring sensitive regions. Next, we cropped the target
area within the images, as rib fractures are localized in
specific regions. This step eliminated unnecessary back-
ground noise and irrelevant anatomical structures, allow-
ing the models to focus on the crucial features associated
with rib fractures. The cropped images underwent normal-

ization, scaling pixel values to a range between 0 and 1 to
enable consistent computation across the dataset. The im-
ages were resized to a standard dimension while preserv-
ing the aspect ratio to ensure compatibility with the chosen
machine learning algorithms. To emphasize rib fractures,
grayscale masks were applied to the cropped images. These
masks were generated by thresholding the original images
and converting them to grayscale, assigning higher pixel
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intensities to rib fractures and lower intensities to the sur-
rounding regions, enhancing target areas’ visibility. Gaus-
sian noise was introduced to the preprocessed images to
augment the dataset and increase its diversity. This noise,
which follows a Gaussian distribution, mimics the noise
typically found in medical images. By adding controlled
levels of Gaussian noise, we made the models more ro-
bust and better equipped to handle noisy input data. Addi-
tional data augmentation techniques were applied, includ-
ing Random Fog, Random Contrast, and Random Rotation.
These transformations added variation to the dataset, reduc-
ing overfitting and improving the models’ generalization
ability. After preprocessing, radiologists provided initial
approval of the resulting images, ensuring that essential fea-
tures and properties for accurate rib fracture analysis were
retained. Radiologists’ expertise and experience were cru-
cial for achieving consensus on the quality and suitability
of preprocessed images. Fig. 2 presents a visual represen-
tation of original image and preprocessed image, and Fig. 3
depicts the outcome of the data augmentation process.

Reference Standard for Rib Fracture Detection Using
Machine Learning

The reference standard for this research was derived from
annotated CT reports of rib fractures, each of which had
been rigorously reviewed and approved by a seasoned,
board-certified radiologist specializing in emergency radi-
ology at a level-one trauma center. These CT reports func-
tioned as the benchmark against which the effectiveness of
our deep learning/machine learning algorithms was mea-
sured. The reference standard included a thorough evalu-
ation of rib fractures, factoring in details such as their lo-
cation, extent, and other relevant attributes as described in
the reports. The establishment of the reference standard in-
volved careful validation and assessment of the reports to
confirm their dependability and precision. The reference
standard was further bolstered by the radiologist’s exten-
sive expertise and long-standing experience in emergency
radiology, lending substantial credibility to the foundation
for the performance evaluation of the proposed deep learn-
ing/machine learning models.

Training Using Pretrained CNN Models

In our study, we employed several advanced CNNs to eval-
uate their effectiveness in detecting rib fractures from CT
images. These models included the VGG16, DenseNet169,
Inception V4, EfficientNet-B7, and ResNeXt-50. Each
model brings unique strengths to our ensemble approach,
allowing for comprehensive analysis and improved predic-
tion accuracy. We fed the models with a curated collection
of preprocessed and annotated CT scans. Data augmenta-
tion methods, such as rotation and flipping, were employed
to bolster the models’ robustness and generalization capa-
bilities.
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VGG16 consists of 13 convolutional layers followed by 3
fully connected layers, enabling the model to learn intricate
data representations. Its architecture prioritizes depth over
width by stacking multiple convolutional layers sequen-
tially, a design choice that has proven effective in enhanc-
ing performance across various image classification bench-
marks. The model’s success lies in its ability to capture
spatial hierarchies of features, making it highly suitable for
tasks such as object detection and image recognition [24].
DenseNet169 incorporated densely connected layers with a
growth rate of 32, and used batch normalization, Rectified
Linear Unit (ReLU) activation, and dropout regularization
at a rate of 0.2 [25]. Inception V4 employed the inception
module with a mixture of 1 x 1, 3 x 3, and 5 x 5 fil-
ters in its deep architecture. It utilized batch normalization,
ReLU activation, and dropout regularization at a rate of 0.3
[26]. EfficientNet-B7, scaled with a compound coefficient
of 1.4, featured depthwise separable convolutions, squeeze-
and-excitation blocks, and the Swish activation function. It
incorporated batch normalization and dropout regulariza-
tion at a rate of 0.4 [27]. ResNeXt-50, an extension of the
ResNet architecture, used residual blocks with a cardinal-
ity of 32. It featured batch normalization, ReLU activation,
and dropout regularization at a rate of 0.5 [28].

For training, we used the Adam optimizer with a learning
rate of 0.001, a batch size of 32, and a weight decay of 10~°.
We trained each model for 50 epochs and employed early
stopping with a patience of 5 epochs to prevent overfitting.
We employed 10-fold cross-validation to assess the mod-
els’ performance. The dataset was partitioned into ten equal
subsets, with each subset serving as the test set once. We
averaged the performance metrics across the ten iterations
for a robust evaluation of the models’ performance.

Statistical Evaluation

This study employed a suite of statistical metrics to assess
the performance of machine learning models in rib fracture
prediction. The overall correctness of predictions, combin-
ing both fracture and non-fracture cases, is represented by
accuracy. The F1 score, a harmonized measure of preci-
sion and recall, provides an overall performance metric for
rib fracture identification. Receiver operating characteristic
(ROC) curves illustrate model performance across differ-
ent classification thresholds, with the area under the curve
(AUC) summarizing this performance. These metrics fur-
nish a thorough evaluation of the models’ predictive powers
and inform future model refinement.

Ensemble Model

In this study, an ensemble model was constructed to en-
hance the robustness and versatility of the rib fracture pre-
diction system. The ensemble model was built by com-
bining the predictions of the five individual CNN models,
namely VGG16, DenseNet169, Inception V4, EfficientNet-
B7, and ResNeXt-50. Each model offers unique strengths



Kai Yang, et al.

Positive Negative

Original

Pre-
processed

Fig. 2. Comparison of original and preprocessed CT images for rib fracture detection. The x-axis and y-axis represent the pixel
coordinates of the images. The comparison showcases the outcome of enhanced fracture visibility following the implementation of image

processing techniques.
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Fig. 3. Effects of data augmentation on preprocessed CT images. This figure displays examples of CT images before and after
data augmentation techniques were applied, highlighting how various augmentations such as Random Rotation and Random Contrast
adjustment alter the appearance of the image. The x-axis and y-axis denote the pixel coordinates.

and exhibits different learning patterns. By aggregating accuracy. The VotingClassifier from the scikit-learn library
their outputs, the ensemble model leveraged the skills of  was used for the implementation of the ensemble model.
these individual models and increased the overall prediction ~ This classifier collected the predictions from each of the
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five CNN models and applied a majority voting approach
to determine the final prediction. In the event of a tie, the
ensemble model follows a predefined rule or randomly se-
lects one of the tied outcomes as the final prediction. The
ensemble model was expected to outperform any individ-
ual model in terms of prediction accuracy, generalizability,
and robustness. This is due to the fact that the ensemble ap-
proach combines the insights and learnings from multiple
models, helping to mitigate any weaknesses or biases that a
single model might possess.

Grad-CAM Visualization

The Grad-CAM is a visualization technique used in this
research to provide insights into the decision-making pro-
cesses of the ensemble model [29]. The technique works by
highlighting the regions in an input image that have the most
influence on the model’s predictions, making it an invalu-
able tool for understanding and interpreting the predictions
made by the ensemble model. This technique is particularly
useful for identifying and localizing rib fractures in CT im-
ages, allowing medical practitioners to gain a clearer un-
derstanding of the fractures and facilitating better-informed
decisions.

In the context of our research, Grad-CAM was applied to
the ensemble model, which combined the predictions of the
five individual CNN models. The Grad-CAM method fo-
cuses on the convolutional layers of the CNN models, as
these layers are responsible for extracting spatial and visual
features from the input images. By examining the activa-
tions of the convolutional layers, Grad-CAM identifies the
critical regions in the images that contribute significantly to
the model’s decisions. The Grad-CAM process is shown in
Fig. 4. First, the target convolutional layer is identified: In
this research, Grad-CAM was connected to one of the final
convolutional layers of the CNN models within the ensem-
ble. This target layer was chosen because it contained high-
level feature maps that were closely related to the model’s
predictions. Second, the gradient of the output class is com-
puted with respect to the target layer: Grad-CAM calculated
the gradient of the predicted class score with respect to the
feature maps of the target convolutional layer. These gra-
dients represented the importance of each feature map in
the final prediction. Lastly, the class activation mapping
(CAM) is generated: Grad-CAM generated the CAM by
taking the weighted sum of the target layer’s feature maps
using the computed gradients as weights. The CAM was
then upscaled to the size of the input image, highlighting
the influential regions.

Results
Baseline Characteristics of Patients

This study included a sample of 42 patients, comprising 24
males and 18 females, with an age range from 18 to 65
years. The median age of these patients was 37 years. The
disease status at the time of imaging included acute rib frac-
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tures due to blunt trauma (100% of cases), with 12 patients
(28.6%) also exhibiting minor associated injuries such as
soft tissue damage. All patients provided informed con-
sent for the use of their anonymized images in this research
study.

Model Evaluation Metrics

Table 1 presents the performance evaluation of the five
CNN models, which were assessed using the validation
set for predicting rib fractures: VGG16, DenseNet169, In-
ception V4, EfficientNet-B7, and ResNeXt-50. The mod-
els were evaluated using four metrics: accuracy, AUC, re-
call, and F1 score. The choice to focus on validation set
results is to emphasize the models’ ability to generalize
to new, unseen data, which is crucial for clinical applica-
tions. For accuracy, ResNeXt-50 showed the highest per-
formance, achieving an accuracy of 0.99. EfficientNet-
B7 followed closely with an accuracy of 0.97. Inception
V4 and DenseNet169 reported accuracies of 0.96 and 0.95,
respectively, while VGG16 obtained an accuracy of 0.92.
In terms of AUC, ResNeXt-50 also achieved the high-
est value of 0.98. EfficientNet-B7 recorded an AUC of
0.96. Inception V4 and DenseNet169 attained AUC val-
ues of 0.94 and 0.93, respectively, and VGG16 reported
the lowest AUC of 0.90. Regarding recall, ResNeXt-50
again outperformed the other models with a recall of 0.98.
EfficientNet-B7 displayed a recall of 0.95, while Inception
V4 and DenseNet169 showed recall values 0£0.92 and 0.90,
respectively. VGG16 had the lowest recall at 0.85. Regard-
ing the F1 score, ResNeXt-50 led the pack with a score of
0.97. EfficientNet-B7 achieved an F1 score of 0.94. Incep-
tion V4 and DenseNet169 attained F1 scores of 0.90 and
0.88, respectively, while VGG16 registered the lowest F1
score of 0.82.

Model Convergence Analysis

Fig. 5 illustrates the model convergence of the five CNN
models over 20 epochs. The models considered include
VGG16, DenseNet169, Inception V4, EfficientNet-B7, and
ResNeXt-50. VGG16 started with an accuracy of 0.2 at
epoch 1 and increased steadily to reach 0.88 by epoch
12. The accuracy remained consistent from epoch 12 on-
wards. DenseNet169 showed rapid convergence, starting
at an accuracy of 0.65 at epoch 1 and reaching 0.91 by
epoch 12. The accuracy remained s around 0.95 for sub-
sequent epochs. Inception V4 demonstrated an initial accu-
racy of 0.55 at epoch 1, which increased to 0.88 by epoch
12 and further improved to 0.94 in the subsequent epochs.
EfficientNet-B7 started with an accuracy of 0.6 at epoch 1
and exhibited a rapid increase in accuracy, reaching 0.97
by epoch 16. The accuracy surpassed 0.95 for subsequent
epochs. ResNeXt-50 demonstrated a significant improve-
ment in accuracy, starting at 0.63 at epoch 1 and achieving
an accuracy of 0.99 by epoch 19. The accuracy converged
quickly and remained at this high level for the remaining
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Fig. 4. Grad-CAM visualization process for identifying influential regions in rib fracture predictions. This figure was created by
the authors using Microsoft Office PowerPoint (Microsoft 16.0.14701.20210, Microsoft Office, Redmond, WA, USA). A: represents the
rectified convolutional feature map, which is the output of the CNN after activation functions such as ReLU. These feature maps encode

spatial and semantic information from the input image. D: denotes the fully connected layer activation, which is the output of the fully

connected neural network layer. This represents the final decision or classification logits before applying a softmax or other activation
for prediction. W1, W2, ..., Wm: represent the weights of the fully connected layer corresponding to each feature map in A. These
weights are used to compute the Grad-CAM by combining gradients and feature maps to localize discriminative regions of the input
image. Abbreviations: CNN, convolutional neural network; ReLU, Rectified Linear Unit.

Table 1. Performance metrics of CNN models for rib fracture prediction.

Metrics VGG16  DenseNetl69  Inception V4  EfficientNet-B7  ResNeXt-50
Accuracy 0.92 0.95 0.96 0.97 0.99
AUC 0.90 0.93 0.94 0.96 0.98
Recall 0.85 0.90 0.92 0.95 0.98
F1 score 0.82 0.88 0.90 0.94 0.97

Abbreviations: AUC, area under the curve; DenseNet169, Densely Connected Convolutional
Network 169; Inception V4, Inception Version 4; EfficientNet-B7, Efficient Network B7;

ResNeXt-50, Residual Network Next 50 layers.

epochs. In summary, among the five models, ResNeXt-
50 achieved the highest accuracy of 0.99, followed by
EfficientNet-B7 at 0.97. Inception V4 and DenseNet169
recorded accuracies of 0.96 and 0.95, respectively, while
VGG16 achieved an accuracy of 0.92.

Performance of Ensemble Model

The ensemble model, which combined the predictions of
the five CNN models, was evaluated using the same met-
rics employed in assessing the individual models. The en-
semble model achieved an accuracy of 0.96, an AUC of
0.97, arecall 0f0.97, and an F1 score of 0.96. These results
demonstrated that the ensemble model exhibited robust per-
formance, a sign of effective maximization of the individual
models’ strengths for improving predictive capability.

Visualization of Rib Fractures with Grad-CAM

Fig. 6 showcases the heatmaps of rib fractures generated
using the Grad-CAM technique, visualizing the in the im-
ages produced by the ensemble model. The heatmap dis-
plays areas of high and low model response in the image.
In the heatmap, red regions represent high model response,
indicating the areas with the most significant contribution to
the model’s decision, while blue regions indicate low model
response. In this study, the location of rib fractures in the
images was determined by radiologists through direct in-
spection of the images. Their diagnosis is marked with a
red box in the images for comparison (Fig. 6). Upon ex-
amining the Grad-CAM heatmaps alongside the visual di-
agnosis images, we found that the regions of highest model
response in the heatmap overlapped with the actual loca-
tion of the rib fractures, as identified by the radiologists.
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Fig. 5. Comparison of accurate convergence rates of five CNN
models on CT images of rib fractures. Abbreviations: CT, com-
puted tomography; CNN, convolutional neural network.

This finding underlines the effectiveness of the Grad-CAM
technique in highlighting the regions of interest, aiding in
the interpretation of the model’s predictions and providing
valuable insights into the areas that contribute to the detec-
tion of rib fractures.

Discussion

This study demonstrated that CNNs are highly effective
in predicting rib fractures. The effectiveness of five pre-
trained CNN models was evaluated, with ResNeXt-50
emerging as the top-performing model in our study. This
model demonstrated impressive results, achieving an accu-
racy of 0.99, an AUC of 0.98, recall of 0.98, and an F1
score of 0.97. These metrics collectively indicate the robust
performance of ResNeXt-50 in identifying and classifying
rib fractures. This can be attributed to the unique archi-
tecture of the ResNeXt-50 model, which leverages residual
connections and a large number of feature channels. The
model utilizes “cardinality” as a dimension, adding multi-
ple parallel residual blocks to increase network capacity and
improve performance [30].

Our study expanded on the initial success of individual
CNN models by developing an ensemble model that inte-
grates the strengths of all five CNNs. The ensemble model
demonstrated an accuracy of 0.96, an AUC of 0.97, recall
of 0.97, and an F1 score of 0.96. These metrics affirm the
effectiveness of the ensemble approach in consolidating the
predictive capabilities of multiple models, offering a more
versatile and accurate diagnostic tool. While the ensemble
model’s accuracy is slightly lower than that of the ResNeXt-
50 model alone, it benefits from the aggregated expertise of
various models, resulting in a more comprehensive and ro-
bust system [31].

While ResNeXt-50 showed the best individual perfor-
mance, the ensemble model integrated the diverse strengths
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of all five CNN models, enhancing the overall robustness
and reducing the risk of overfitting to specific patterns
present in the training data. In clinical practice, the vari-
ability in imaging due to different machines, settings, and
patient demographics can introduce complexities that a sin-
gle model might not handle as effectively as an ensemble.
For instance, in scenarios where image quality is compro-
mised or where fracture presentations are atypical, the en-
semble approach can leverage the collective strengths of all
individual models to maintain high accuracy.

Additionally, to address the concerns about the ensemble
model’s added complexity, our experiments indicated that
the ensemble model consistently performed better under
conditions of limited data and increased class imbalance,
which are common challenges in medical imaging contexts.
This suggests that the ensemble model is not only more ver-
satile but also more capable of adapting to diverse clinical
environments, such as different imaging machines, settings,
or patient demographics.

The incorporation of the Grad-CAM technique further en-
hanced the ensemble model’s utility by providing inter-
pretable visualizations that indicate the regions of interest in
the medical images. Our study showed that the Grad-CAM
heatmaps overlapped with the actual rib fracture locations
identified by radiologists, demonstrating the model’s abil-
ity to accurately localize rib fractures. This feature signifi-
cantly adds to the clinical utility of the model, aiding radi-
ologists in the diagnostic process.

A similar approach has been adopted by Koh et al. [32],
who used a deep learning model to diagnose COVID-19
and highlight significant features in chest X-ray images that
correlate with the presence of the virus. They utilized the
Grad-CAM technique for visualization, allowing for rapid
and accurate diagnosis, especially in settings where tradi-
tional testing methods may be lacking. While their ap-
proach shows promising results, our study extends this con-
cept by employing an ensemble of CNN models, offering a
more robust and versatile diagnostic system. The use of
Grad-CAM, which is an advanced version of CAM, further
enhances the accuracy and interpretability of the localiza-
tion results.

The success in leveraging machine learning for rib frac-
ture diagnosis, as demonstrated in this study, has signifi-
cant clinical implications. Early and accurate diagnosis of
rib fractures is crucial for patient management and treat-
ment planning. By employing our ensemble model, health-
care professionals can achieve more timely and precise di-
agnoses, leading to better patient outcomes. Moreover, the
Grad-CAM visualizations can serve as a valuable tool for
radiologists to quickly identify rib fractures in medical im-
ages, aiding their decision-making process. The ensemble
model’s ability to produce accurate and interpretable results
holds great potential for integration into clinical workflows,
supporting radiologists’ works and improving the quality of
care.
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Visual Diagnosis Grad-CAM Heatmap

Fig. 6. Grad-CAM heatmap visualization of rib fractures in ensemble model. Highlighting rib fracture locations identified by
radiologists with red boxes.

While our study presents promising results, several limita- lated to patient demographics, imaging equipment, and op-
tions warrant discussion. The dataset utilized was derived  erator expertise. Such biases could limit the generalizabil-
from a single institution, potentially subjecting to biases re- ity of the model to broader populations or different clinical
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settings. For instance, variations in imaging protocols and
machine calibrations across different hospitals might result
in images that differ significantly from those in our training
set. Furthermore, the diverse variations related to rib frac-
tures, including nuances in fracture size, location, and the
presence of concurrent injuries, pose additional challenges
for generalization. Thus, the performance of our model in
real-world scenarios may differ, especially in underrepre-
sented groups. Addressing these biases would require a
multi-centric approach to data collection, to ensure com-
pilation of a more representative dataset that includes var-
ied patient demographics and imaging conditions. Another
potential bias stems from the retrospective nature of our
data collection, which could influence the selection of im-
ages and inadvertently affect the model’s training. Prospec-
tive studies could help validate our findings and mitigate
the risk of selection bias. The generalization of our model
is further challenged by the inherent variability in clinical
interpretations of rib fractures. Differences in radiologist
experience and diagnostic practices may affect the ground
truth used for training our models, complicating efforts to
achieve consistent performance across diverse clinical envi-
ronments. Future research should focus on addressing these
limitations by using more diverse datasets and conducting
clinical validation studies to ensure the models’ applicabil-
ity in real-world clinical scenarios.

Conclusions

In conclusion, our study demonstrates that the ensemble
model, despite its seemingly complex setup compared to
single models like ResNeXt-50, offers significant advan-
tages in terms of robustness and generalizability across di-
verse clinical scenarios. This approach proves essential for
real-world applications where data variability and unpre-
dictable factors are common. By leveraging multiple CNN
architectures, the ensemble model not only addresses over-
fitting but also enhances the reliability of fracture detection,
which is critical for clinical decision-making. Our findings
advocate for further research and development in this area,
emphasizing the potential of ensemble models in advancing
medical imaging diagnostics.
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